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What's a Neural Network? (1)
A neural network is loosely based on how the human brain works:

e Many neurons connected to other neurons
¢ Passing information through their connections and firing when the input to a neuron surpasses a certain threshold.
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(b) Artificial neural network

Artificial neural network will consist of:

e Artificial neurons and synapses with information being passed between them.

¢ The synapses, or connections, will be weighted according to the neuron’s strength of influence on determining the output.

¢ These synaptic weights will go through an optimization process called backpropagation.

e For each iteration during the training process, backpropagation will be used to go back through the layers of the network and adjusts the
weights according to their contribution to the neural net’s error.

What's a Neural Network? (2)
Neural Networks as a mathematical function that maps a given input to a desired output.
Neural Networks consist of the following components

e Aninput layer, x

¢ An arbitrary amount of hidden layers

¢ An output layer, y

¢ A set of weights and biases between each layer, W and b
¢ A choice of activation function for each hidden layer, 6.

The diagram below shows the architecture of a 2-layer Neural Network

(Note that the input layer is typically excluded when counting the number of layers in a Neural Network)
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Creating a Neural Network class

class NeuralNetwork:
def __init_ (self, x, y):

self.input =X

self.weightsl = np.random.rand(self.input.shape[1],4)
self.weights2 = np.random.rand(4,1)

self.y =y

self.output = np.zeros(y.shape)

Training the Neural Network

Training the Neural Network §=oWy0(Wyx +by) +by)

Notice that in the equation above, the weights W and the biases b are the only variables that affects the output y.
Naturally, the right values for the weights and biases determines the strength of the predictions.

The process of fine-tuning the weights and biases from the input data is known as training the Neural Network.
Each iteration of the training process consists of the following steps:

e Calculating the predicted output ¥, known as feedforward
¢ Updating the weights and biases, known as backpropagation

xe
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The sequential graph below illustrates the process. g r g

Feedforward

Based on the sequential graph above, feedforward is just simple calculus and for a basic 2-layer neural network, the output of the Neural
Network is: §=oWooWrx +by) +by)
Let's add a feedforward function in our python code to do exactly that.

Note that for simplicity, we have assumed the biases to be 0.

Sigmoid is used as the activation function.

class NeuralNetwork:
def __init_ (self, x, y):

self.input =X

self.weightsl = np.random.rand(self.input.shape[1],4)
self.weights2 = np.random.rand(4,1)

self.y =y

self.output = np.zeros(self.y.shape)

def feedforward(self):
self.layerl = sigmoid(np.dot(self.input, self.weightsl))
self.output = sigmoid(np.dot(self.layerl, self.weights2))

However, we still need a way to evaluate the “goodness” of our predictions (i.e. how far off are our predictions)? The Loss Function allows us to
do exactly that.

Loss Function

https://colab.research.google.com/drive/1phknhembFOiEuv3hpnmJJtEWL4PCx30Y ?authuser=1#scrollTo=Z5TFM5F1fZC2 3/62
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There are many available loss functions, and the nature of our problem should dictate our choice of loss function.
In this case, we'll use a simple sum-of-sqaures error as our loss function.

The sum-of-squares error is simply the sum of the difference between each predicted value and the actual value. The difference is squared so
that we measure the absolute value of the difference.

Our goal in training is to find the best set of weights and biases that minimizes the loss function.

Backpropagation

Now that we've measured the error of our prediction (loss), we need to find a way to propagate the error back, and to update our weights and
biases.

In order to know the appropriate amount to adjust the weights and biases by, we need to know the derivative of the loss function with respect
to the weights and biases.

Recall from calculus that the derivative of a function is simply the slope of the function.

Loss

The value of the loss function tells us the
“goodness” of a particular set of weights

s

The gradient
{derivative) of the
slope
tells us the direction
we need to move
towards to reach the
minima

The weights at the minima of the function
that minimizes the loss is what we want

Weight

If we have the derivative, we can simply update the weights and biases by increasing/reducing with it (refer to the diagram above). This is
known as gradient descent.

However, we can't directly calculate the derivative of the loss function with respect to the weights and biases because the equation of the loss
function does not contain the weights and biases. Therefore, we need the chain rule to help us calculate it.

Loss(.9) = ) (7 = 9)?
i=1

d Loss(y.9) _ dloss(y.9) i 6_9* dz

herez = Wx + b
aw ay 9z aw OrEESWA

= 2(y — ¥ ) * derivative of sigmoid function * x

=2(y —=F)*xz(1l-z) =x

Now get what we needed — the derivative (slope) of the loss function with respect to the weights, so that we can adjust the weights
accordingly.

Now that we have that, let's add the backpropagation function into our python code.

class NeuralNetwork:
def __init_ (self, x, y):

self.input =X

self.weightsl = np.random.rand(self.input.shape[1],4)
self.weights2 = np.random.rand(4,1)

self.y =y

self.output = np.zeros(self.y.shape)

def feedforward(self):
self.layerl = sigmoid(np.dot(self.input, self.weightsl))
self.output = sigmoid(np.dot(self.layerl, self.weights2))

def backprop(self):
# application of the chain rule to find derivative of the loss function with respect to weights2 and weightsl
d_weights2 = np.dot(self.layerl.T, (2*(self.y - self.output) * sigmoid_derivative(self.output)))
d_weightsl = np.dot(self.input.T, (np.dot(2*(self.y - self.output) * sigmoid_derivative(self.output), self.weights2.T) * sigmoid

# update the weights with the derivative (slope) of the loss function

https://colab.research.google.com/drive/1phknhembFOiEuv3hpnmJJtEWL4PCx30Y ?authuser=1#scrollTo=Z5TFM5F1fZC2 4/62
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self.weightsl += d_weightsl
self.weights2 += d_weights2

Putting it all together

Now that we have our complete python code for doing feedforward and backpropagation, let’s apply our Neural Network on an example and see
how well it does.

x| e | e | v

= = o O
N = T =]
e
(= = <

Our Neural Network should learn the ideal set of weights to represent this function. Note that it isn't exactly trivial for us to work out the weights
just by inspection alone.

Let's train the Neural Network for 1500 iterations and see what happens. Looking at the loss per iteration graph below, we can clearly see the
loss monotonically decreasing towards a minimum. This is consistent with the gradient descent algorithm that we've discussed earlier.

Loss per lteration

100 206 300 430 500 6000 700 SO0 S00 1000 1100 1200 1300 1800 1500
Iteration

Let's look at the final prediction (output) from the Neural Network after 1500 iterations.

¥ (nctunl)

0.023 0
0.979 1
0.975 1
0.025 0

We did it! Our feedforward and backpropagation algorithm trained the Neural Network successfully and the predictions converged on the true
values.

Note that there's a slight difference between the predictions and the actual values. This is desirable, as it prevents overfitting and allows the
Neural Network to generalize better to unseen data.

Referensi: https://towardsdatascience.com/inroduction-to-neural-networks-in-python-7e0b422e6c24

# https://towardsdatascience.com/inroduction-to-neural-networks-in-python-7e0b422e6c24
import numpy as np # helps with the math
import matplotlib.pyplot as plt # to plot error during training

# input data

inputs = np.array([[0, 1, 0],
[o, 1, 1],
[e, o, o],
[1, o, o],
[1, 1, 1],
[1, e, 111)

# output data
outputs = np.array([[@], [@], [@], [1], [1], [1]])

# create NeuralNetwork class
class NeuralNetwork:

# intialize variables in class

def __init_ (self, inputs, outputs):
self.inputs = inputs
self.outputs = outputs
# initialize weights as .50 for simplicity
self.weights = np.array([[.50], [.50], [.50]])
self.error_history = []
self.epoch_list = []

#activation function ==> S(x) = 1/1+e”(-x)

https://colab.research.google.com/drive/1phknhembFOiEuv3hpnmJJtEWL4PCx30Y ?authuser=1#scrollTo=Z5TFM5F1fZC2 5/62
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aet sigmoid(selt, X, deriv=ralse):
if deriv == True:
return x * (1 - x)
return 1 / (1 + np.exp(-x))

# data will flow through the neural network.
def feed_forward(self):
self.hidden = self.sigmoid(np.dot(self.inputs, self.weights))

# going backwards through the network to update weights

def backpropagation(self):
self.error = self.outputs - self.hidden
delta = self.error * self.sigmoid(self.hidden, deriv=True)
self.weights += np.dot(self.inputs.T, delta)

# train the neural net for 25,000 iterations
def train(self, epochs=25000):
for epoch in range(epochs):

# flow forward and produce an output
self.feed_forward()
# go back though the network to make corrections based on the output
self.backpropagation()
# keep track of the error history over each epoch
self.error_history.append(np.average(np.abs(self.error)))
self.epoch_list.append(epoch)

# function to predict output on new and unseen input data

def predict(self, new_input):

prediction = self.sigmoid(np.dot(new_input, self.weights))

return prediction

# create neural network

NN = NeuralNetwork(inputs, outputs)
# train neural network

NN.train()

# create two new examples to predict
example = np.array([[1, 1, ©]])
example_2 = np.array([[0, 1, 1]])

# print the predictions for both examples

print(NN.predict(example), ' - Correct: ', example[@][0])
print(NN.predict(example_2), ' - Correct: ', example_2[@][0])

# plot the error over the entire training duration
plt.figure(figsize=(15,5))

plt.plot(NN.epoch_list, NN.error_history)
plt.xlabel('Epoch')

plt.ylabel('Error')

plt.show()

[3 [[0.99089925]] - Correct: 1
[[0.006409]] - Correct: ©
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# https://medium.com/@samuelsena/pengenalan-deep-learning-part-4-deep-learning-framework-introduction-tensorflow-keras-b8feob146f06

import numpy as np

import matplotlib.pylab as plt

import tensorflow as tf

from keras.models import Model, Sequential

from keras.layers import Input, Activation, Dense
from tensorflow.keras.optimizers import SGD

# Generate data from -20, -19.75, -19.5, .... , 20
train_x = np.arange(-20, 20, 0.25)

https://colab.research.google.com/drive/1phknhembFOiEuv3hpnmJJtEWL4PCx30Y ?authuser=1#scrollTo=Z5TFM5F1fZC2
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# Calculate Target : sqgrt(2x”2 + 1)
train_y = np.sqrt((2*train_x**2)+1)

# Create Network

inputs = Input(shape=(1,))

h_layer = Dense(8, activation='relu')(inputs)
h_layer = Dense(4, activation='relu')(h_layer)
outputs = Dense(1l, activation='linear')(h_layer)
model = Model(inputs=inputs, outputs=outputs)

# Optimizer / Update Rule

sgd = SGD(1r=0.001)

# Compile the model with Mean Squared Error Loss
model.compile(optimizer=sgd, loss="mse")

# Train the network and save the weights after training
model.fit(train_x, train_y, batch_size=20, epochs=10000, verbose=1)
model.save_weights('weights.h5")

# Predict training data
predict = model.predict(np.array([26]))
print('f(26) = ', predict)

predict_y = model.predict(train_x)
# Draw target vs prediction
plt.plot(train_x, train_y, 'r')

plt.plot(train_x, predict_y, 'b')
plt.show()

https://colab.research.google.com/drive/1phknhembFOiEuv3hpnmJJtEWL4PCx30Y ?authuser=1#scrollTo=Z5TFM5F1fZC2 7/62
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/usr/local/lib/python3.7/dist-packages/keras/optimizer_v2/gradient_descent.py:102: UserWarning: The “1lr" argument is deprecated, use
super(SGD, self)._ init__ (name, **kwargs)
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